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technology transfer

(since 2003)

spin-off company    (since 2007)



ωAFIΩǎ Best Cooperation of the Year nationalaward, 2nd place

ωproject TA03010561: Distributed System for Complex 
Monitoring of High-Speed Networks

ωhighest national research award CzechHead, in category 
Industrie award by Ministry of Industry and Trade

ωǿƻǊƭŘΩǎ ŦƛǊǎǘ млл GbpsEthernet interface card

Cooperation
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Flowbasedmonitoring

ωcommunicationbetween who, when, how and how much

ωcan be enhanced by additional information(L7 layer)
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Research scope
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Research scope
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Monitoring testbed

ωCzech NREN CESNET2 with over 400,000 connected users
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Monitoring testbed

ω7 metering points guardingthe perimeter@ 40/100 Gbps
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Acceleration cards
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ωVirtex7 H580TFPGA

ωCFP2transcievercage

ω100GE as4x25Gor 10x10G

ωsinglemodeor multimode fiber

ωPCIex16 (100Gbps to RAM)

ω3xQDRIIIe(3x72Mb)

ω8xDDR3 (8x4Gb)

ωprecise timestamp input

ωIntel DPDK support

Acceleration cards
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ωStandard:

ωcard operates as standard NIC (capturing packets)

ωsoftware processing of the whole network traffic

ωAccelerated:

ωcard capable of accelerated traffic preprocessing

ωsoftware performs only advanced/specific processing

ωunique concept of Software Defined Monitoring

Monitoring probe approach
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ωWhat is it?

ωour new approach to hardware acceleration of flow based 
high-speed network monitoring

ωbrings hardware accelerated, application controlled and 
informed reduction of traffic load (processing offload)

ωWhat does it do?

ωHardware provides various methods of packet preprocessing 
and aggregation ςThe Muscles

ωSoftware directlycontrols the actual usage of preprocessing 
on flow basis ςThe Controller

ωUser applications request preprocessing acceleration and 
perform advanced monitoring tasks ςThe Intelligence

Software Defined Monitoring
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ωcontrolled on the fly by rules from software applications

ωfour basic levels of packet preprocessing methods:

ωPacket ςpreserve the whole frame (with payload)

ωHeader ςpreserve only important information about the frame

ωAggregate ςupdate a flow record in HW memory, send only 
aggregated information from multiple frames into SW

ωDrop ςsimply ignore the whole frame

SDM preprocessing
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SDM conceptual architecture
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